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Asymmetric Self-Play

Main Idea: The teacher (red, green) learns to generate realistic scenarios where the 
student (blue) makes a mistake (top) while demonstrating a solution itself (bottom).

Traffic Modeling

Learning: Optimize challenging and solvability terms under realism regularization:

Example scenarios discovered over the course of training:

End-to-end Autonomy

Teacher policy can be zero-shot 
deployed to interact with 
autonomy in simulation.

These training scenarios result in 
more robust autonomy policy.

The student policy 
achieves SOTA on 
Argoverse2 motion 
dataset and synthetic 
safety-critical scenarios.
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Ours

Goal: Learn realistic driving policies that handle 
complex, safety-critical scenarios.

How can we scale training data beyond 
real-world collection?

Challenges

The problem with relying solely on real data:

● Most nominal driving is boring, with little learning signal.
● Collecting real safety-critical scenarios is dangerous.
● Upsampling existing scenarios lacks diversity.

Existing synthetic data approaches:

● MARL often converges to cooperative, nominal driving.
● Manually designed scenarios are difficult to scale.
● Adversarial optimization might not always discover useful 

training scenarios; challenging to control difficulty.

Our approach

An asymmetric self-play mechanism in which 
1) challenging 
2) solvable 
3) realistic 

scenarios naturally emerge from interactions between 
teacher and student policies with differing objectives.
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