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Diffusion for Controllable Traffic Scene Generation ExperimentsTraffic Scene Generation
Motivation: Simulation is an important tool to safely and scalably develop 
self-driving vehicles. The ability to simulate realistic traffic scenarios is essential.

Goal: Learn to generate realistic traffic scenes to initialize simulation.

Task: Given an HD map of the traffic scene, generate the placement and 
attributes (e.g., size, speed, etc.) of the actors in the scene. 

SceneControl: Diffusion for Controllable Traffic Scene Generation
Jack Lu*, Kelvin Wong*, Chris Zhang, Simon Suo, Raquel Urtasun

Unconditional Traffic Scene Generation

SceneControl achieves SOTA realism on unconditional traffic scene generation for urban and highway data 
as measured by distribution matching and common sense metrics.
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SceneControl achieves greater controllability and realism than existing methods for traffic scene generation.

Controllable Traffic Scene Generation

Qualitative Results
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● We learn a diffusion model to capture the real world distribution of traffic scenes.
● During inference, we encode constraints as guidance functions and sample from a 

perturbed distribution capturing realism and constraint-satisfaction simultaneously.
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A Diffusion Model of Traffic Scenes

Controllable Scene Generation with Guidance
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Manual Creation

✓ Control over specifics

✘ Tedious, limited scale

✓ Generate variations at scale

✘ Limited diversity and realism

✓ Scalable, diverse/realistic

✘ Not controllable

We bridge the gap between these methods by learning a generative model for 
controllable traffic scene generation.
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